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Bio-cryptography is an emerging security technology which combines cryptography with biometrics.
A good bio-cryptosystem is required to protect the privacy of the relevant biometric data as well as
achieving high recognition accuracy. Fingerprints have been widely used in bio-cryptosystem design.
However, fingerprint uncertainty caused by distortion and rotation during the image capturing process
makes it difficult to achieve a high recognition rate in most bio-cryptographic systems. Moreover, most
existing bio-cryptosystems rely on the accurate detection of singular points for fingerprint image pre-
alignment, which is very hard to achieve, and the image rotation transformation during the alignment
process can cause significant singular point deviation and minutiae changes. In this paper, by taking full
advantage of local Voronoi neighbor structures (VNSs), e.g. local structural stability and distortion
insensitivity, we propose an alignment-free bio-cryptosystem based on fixed-length bit-string repre-
sentations extracted from modified VNSs, which are rotation- and translation-invariant and distortion
robust. The proposed alignment-free bio-cryptosystem is able to provide strong security while achieving
good recognition performance. Experimental results in comparison with most existing alignment-free

bio-cryptosystems using the publicly-available databases show the validity of the proposed scheme.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Cryptography is an important technology which is used for
secure communications in the presence of opponents. In normal
circumstances, cryptography focuses on the construction and
analysis of protocols that can counter the negative impact of the
opponents and is related to various aspects of information security,
such as authentication, data confidentiality and data integrity [1].
In traditional cryptographic systems, user authentication is token-
based and/or password-based. However, it is well-known that tokens
may be lost or stolen and passwords can be forgotten or guessed.
In addition, in practical applications, passwords do not have a strong
relation with the password user. For example, the authentication
system will give access to the owner of the correct password but is
unable to tell who actually presents the password.

As a reliable and convenient technology, biometric recognition
has emerged to potentially replace the traditional token- and/or
password-based authentication. Biometrics, which are physical or
behavioral traits of a person, such as fingerprint, face, iris, voice
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and so on, are not subject to oblivion or loss and are difficult to
counterfeit. However, compared with tokens and/or passwords,
there are two biggest drawbacks concerning biometrics. The first
drawback is the diverse and noisy nature of biometrics in the
process of biometric image capturing [2]. Fig. 1 shows a pair of
fingerprint images from the same finger. Because of distortion,
after registration, some of the corresponding minutiae (in the
circular region) are partially overlapped, while the distances
between some corresponding minutiae (in the rectangular region)
are stretched and may be more than a set threshold value [2]. The
second drawback in biometric authentication is that biometrics
cannot be reset or replaced. If the template is stored in the
database without any protection, it may lead to serious security
breaches and privacy threats when the template is hacked [3].
Hence, protecting biometric templates is a critical issue.

Due to the security and privacy concerns associated with biometric
templates, an emerging technology named bio-cryptography, which
combines the prominent research in the fields of biometrics and
cryptography, has received considerable attention. Bio-cryptosystems
provide security either by securing the cryptographic key using
biometric features or generating the cryptographic key directly from
biometrics, which represents the physical identity of a person and is
not stored explicitly but in the encrypted domain [4]. However, the
matching of fingerprint minutiae is a non-trivial task. First of all,
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Fig. 1. An example of two fingerprints with distortion from the same finger.

fingerprint uncertainty is unavoidable due to large intra-class varia-
tions, such as displacement, rotation noise, and especially the non-
linear distortion during the process of fingerprint capturing. Most
existing bio-cryptosystem matching algorithms are dependent on
error-correction codes to rectify biometric uncertainty. However,
biometrics captured from the same individual at different times tends
to be different, which may cause the biometric data to fail falling close
to the correct codeword. Therefore, it is more important to reduce the
biometric uncertainty which is intrinsic to bio-cryptosystems than
relying on error-correction codes for rectification [5]. Moreover, the
similarity measure for query and template minutia sets is limited [6].
For example, in an unencrypted fingerprint verification system,
similarity can be computed by an equation that contains both local
and global features of a fingerprint image, but it is difficult to measure
similarity as such in a secure sketch. Thus the types and means of
features used in the secure sketch are much restricted [4]. Last but not
least, fingerprint registration or alignment, which is an important
procedure to reduce intra-class variation in the unencrypted domain,
cannot be used in the encrypted domain because the template in a
bio-cryptosystem is unavailable to computing alignment parameters.
All of these drawbacks degrade the performance of a fingerprint bio-
cryptosystem.

In this paper, we propose an alignment-free fingerprint bio-
cryptosystem based on modified Voronoi neighbor structures
(VNSs) to mitigate the influence of fingerprint uncertainty while
providing reliable biometric template protection. In the proposed
scheme, we first present VNSs, which possess the characteristics of
being reliable, distortion-tolerant, rotation- and translation-
invariant. The new scheme is able to compensate the VNS change
caused by large non-linear distortion which moves the minutiae
out of the Voronoi tolerance region, thus making the local
structure more robust to distortion. The modified VNSs are the
outcome of this compensation process. Then all VNSs are mapped
into a pre-defined three-dimensional (3D) array to generate fixed-
length bit-strings. Finally, encrypted matching is performed and
protected by the secure sketch, PinSketch. Experiments using
public databases show that the proposed method based on
modified VNSs performs better than most existing alignment-
free local structure based schemes, such as the two local features
fusing based scheme [7], the five nearest minutiae based scheme
[8], the dual layer structure check based scheme [9], and the
Delaunay triangle based scheme [10].

This paper makes the following main contributions compared
with the existing work:

(i) The proposed scheme has relinquished the need of fingerprint
image pre-alignment and the modified VNS based feature

representations are minutiae based only, to which the existing
template protection technique, e.g. PinSketch, can be applied.
(ii) The proposed scheme takes the novel step of mitigating
biometric uncertainty by compensating the possible local
structural change caused by non-linear distortion. This mitiga-
tion and compensation process is conducted at two levels. To
be more specific, at the first level, small distortion, which
shifts the minutiae position and orientation in a small local
region (tolerance region) which is not large enough to change
the VNS, can be addressed by the 3D array quantization
technique. At the second level, large distortion, which makes
the minutiae move over a certain tolerance margin and also
change the VNS, is compensated by the modified VNSs.

The rest of the paper is organized as follows. Related works are
reviewed in Section 2. In Section 3, we describe the basic security
technique used in this paper, namely the fuzzy extractor. The
proposed bio-cryptosystem based on modified VNSs is presented
in Section 4. In Section 5, experimental results and security
analysis are demonstrated and discussed. The conclusion and
future work are given in Section 6.

2. Related works
2.1. Minutia-based Voronoi neighbor structures (VNSs)

The Voronoi tessellation formed by fingerprint minutiae owns
some desirable local and global features. First, its local neighbor-
hood structure is stable. Even if an elastic distortion occurs in a
fingerprint image, every minutia always keeps the same neighbor-
ing structure as long as this elastic distortion does not move
minutiae out of the tolerance region. Second, insertion of a new
minutia or removal of an existing minutia in a Voronoi tessellation
affects only those local Voronoi structures which contain that
minutia. In other words, noise affects the Voronoi tessellation only
locally [11]. Because of these good characteristics of Voronoi
tessellation, the local VNSs have been used in several fingerprint
authentication systems and achieved satisfied performance. In
[12], Ceguerra et al. proposed an automatic fingerprint verification
system relying on VNSs. In their scheme, the VNSs act as local
features and help to find a reference axis consisting of the center
minutia of a VNS and one of its neighbor minutiae. Then the
reference axis found from the local VNSs is used to generate the
global features which are finally taken to calculate the similarity
between a pair of template and query fingerprints. In [13], Yu et al.
presented a radial structure (same as the VNS) based fingerprint
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matching algorithm. The radial structures are used for local
matching and followed by a global matching when the local
matching between template and query fingerprints fails. In [14],
Khazaei et al. designed a fingerprint matching algorithm based on
Voronoi diagram. In the algorithm, the minutia set generates a
Voronoi diagram with minutiae as verties and an unique central
cell is found and used for local matching. With the help of local
central cell matching, this algorithm can reject un-matched
fingerprint pair instantly. In addition, a second algorithm is taken
into account when the local central cell matching fails under
distortion. In [15], Soleymani et al. combined Delaunay triangula-
tion and Voronoi diagram together to generate a hybrid matching
algorithm. Unlike algorithms in [12-14] which start with local
structure comparison, in this algorithm [15], the comparison of
global topological polygons generated from the boundaries of
Delaunay triangulation is carried out firstly and then the central
Voronoi cells of fingerprints are compared to calculate the simi-
larity between template and query fingerprints.

All the above-mentioned algorithms take advantage of the
desirable features of local VNSs, such as translation and rotation
invariance, local structural stability and distortion insensitivity,
however, none of them tries to compensate the local structural
change caused by large distortion which is likely to shift the
minutiae beyond the tolerance margin. Moverover, the similarity
measure for template and query minutia sets in these unencrypted
fingerprint verification systems cannot be applied directly to the
encrypted domain, as explained in the previous section. Finger-
print matching in the secure sketch is like a one-step procedure, in
which the query features can only be compared with the secured
template features once and output a match or non-match report.

2.2. Bio-cryptosystems

Bio-cryptosystems can be broadly divided into two categories,
i.e., alignment-based and alignment-free methods [16].

For alignment-based methods, one or more registration points
(singular points or minutiae) are required to align the fingerprint
image before performing the matching procedure. For instance,
Juels et al. proposed a fuzzy commitment scheme [17], in which
the user selects a secret message C in the encoding stage. Let t
denote the vector difference between the user biometric key X and
C. The secured message or fuzzy commitment then contains t and
Y=hash(C), where hash is a non-invertible one-way hash function.
In the decoding stage, with biometric representation, Y+t is used
to decode the closest codeword C’. With the aid of error-correcting

techniques, the error in C’ is supposed to be corrected to generate
the original message C. This scheme requires the biometric
representation X and Y to be aligned and ordered so that their
correspondence is distinct. However, in the real application of
fingerprint minutiae matching, the extracted minutia set is
unordered.

To overcome the above shortage, Juels et al. [18], developed a
fuzzy vault scheme. In their fuzzy vault scheme, the secret key K is
divided and embedded into a polynomial P(x) as its coefficients,
where x is the variable. For different x, the value set, y=P(x), of the
polynomial can be computed. Apart from a set of value pairs (x, y)
lying on P(x), a set of chaos points (x’,y’) which creates a number
of random chaff points that do not lie on P are also introduced to
hide the secret key K. In the decoding stage, a query biometric
representation Q which substantially matches the template T can
own many of the genuine points with a few chaos points. The
restored set of points is then used to recover K’. With the help of
error-correction techniques, K’ would be the same as the secret
key K, if the coefficients of polynomial P(x) can be successfully
recovered.

Two modified fingerprint fuzzy vault algorithms have been
presented in [19,20]. Clancy et al. [19] focused on using a modified
version of the original fuzzy vault to encrypt the private key on the
smart card using fingerprint information. In the scheme they
proposed a concrete description about the degree of the poly-
nomial for the fingerprint domain. In the decoding stage, the
fingerprint features are used to find the corresponding points
within the encoded message using the bounded nearest-neighbor
algorithm. The contribution of their work is that it specifically
describes the fuzzy vault in a real application combining with a
smart card. Nandakumar et al. [20] proposed an automatic
implementation of the fuzzy vault scheme based on fingerprint
minutiae and used the high curvature points derived from the
orientation field of the template fingerprint to assist in alignment
so as to make the alignment more accurate without revealing any
minutia position or orientation information in the template.

All the methods mentioned above primarily attempt to address
the issue of how biometric-based key schemes should handle the
uncertainty and variability in the biometric representation caused
by noisy data, distortion and rotation in the image capturing
process. In these schemes, pre-alignment is required to rotate
and translate the query images with respect to the template
images. Therefore, registration algorithms are needed to deal with
this problem. Registration algorithms usually use the singular
point as the reference point to establish a rotation and translation

Fig. 2. Example of rotation-induced position and orientation change of the singular point.
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relationship between query and template images. However, accu-
rate registration is a non-trivial task [21,22]. Recently, an investi-
gation [23] was conducted on analyzing the underlying schemes
of fingerprint image rotation and the effects on the features of
singular point and minutiae points of the rotated fingerprints. It
has shown that the pre-alignment process can cause noticeable
singular point alteration and produce a non-negligible number of
fake minutiae. An example of the influence of rotation on the
singular point is shown in Fig. 2.

In contrast to alignment-based methods, alignment-free meth-
ods require no image registration. Li et al. [7] fused both local
features, namely the minutiae descriptor and minutia local structure,
in their fuzzy vault scheme. Both local features, which are invariant
to transformation in the fingerprint capturing process, are integrated
by employing three fusion strategies. This scheme is alignment-free
and incurs no sacrifice at the security level of the system.

Unlike a fuzzy vault which is a key binding system, a fuzzy
extractor is a key generation system which was first introduced as
a concept by Dodis et al. [24,25]. Arathi et al. [8] proposed a fuzzy
extractor for minutiae-based fingerprint authentication, which
can be considered as an implementation of the fuzzy extractor
concept. All the minutiae are to be quantized and digitally
represented as a set of binary strings so as to be applied to the
existing secure sketch, PinSketch. In this scheme, both global and
local feature vectors are used. More specifically, global feature
representations are extracted from a polar coordinate system, in
which a core serves as a reference, while the local feature
representations are extracted from a centered minutia and its five
nearest local structures. A fuzzy extractor based on dual layer local
structures has been derived by Xi et al. [9]. In this scheme, the
stable, discriminative, rotation- and shift-free dual layer structures
are included to protect the biometric template and at the same
time achieve relatively high verification accuracy. Two layers of
each minutia are constructed and checked in the proposed
method. Yang et al. [10] formed an alignment-free Delaunay
triangle based fuzzy extractor. The structurally stable Delaunay
triangles are used to mitigate biometric uncertainty and also
eliminate the feature pre-alignment process in fingerprint authen-
tication. This Delaunay triangulation based structure could tolerate
elastic distortion to some extent.

3. Preliminary

In this section, we present some preliminaries about fuzzy
extractors and explain a secure sketch construction, PinSketch,
which we will use for fingerprint matching in the encrypted domain.

The fuzzy extractor was first proposed as a concept by Dodis
et al. [24,25]. The following is a description of the fuzzy extractor
[24,25]. Let .#=(0, 1)" be a finite-dimensional metric space
consisting of biometric data points. Let # be the number of bits
of the extracted output string R from biometric w. Here, R is e-close
to uniform distribution rather than uniform distribution, but ¢ can
be set to be extremely small so as to make R as good as a uniform
distribution for all real applications. Assume m is the min-entropy
or the “worst case” entropy of the distribution w, and t is the error
threshold value. An (., m, ¢, t, )-fuzzy extractor is a pair of
corresponding randomized procedures, “generate” (Gen) and
“reproduce” (Rep) or “secure sketch” (SS) and “recover” (Rec), with
the following properties:

1 The Gen procedure on input o € . outputs an extracted string
R=(0, 1)%, and P=(0, 1)* which is the helper data. The Gen
procedure can be expressed by (R, P)=Gen(w).

2 The reproduction procedure Rep takes two values w’e .# and
P=(0, 1)* as function inputs. Since the fuzzy extractor owns the

property of correction, it can guarantee that Rep(w’ P)=R, if dis
(v, o) < t. If dis(w, @) > t, then no guarantee is provided about
the output of Rep.

3 The security property of the fuzzy extractor guarantees that
for any distribution w e ., the string R is nearly uniformly
distributed.

From the above description, we can see that fuzzy extractors allow
one to extract some random R from « and then successfully reproduce
R from any string «’ that is close to w. The reproduction uses the
helper string P produced during the initial extraction. However, P need
not remain secret, because R looks truly random even given P. The two
functions, Gen and Rep, of the fuzzy extractor are shown in Fig. 3.

To be more specific, the secure sketch, SS, used in this paper is
named PinSketch, which is one of the secure sketch constructions
proposed in [24]. PinSketch is based on syndrome encoding and
decoding in our application. Below is a brief of the PinSketch, more
details about PinSketch can be found in [24].

Let w denote a template biometric feature vector. The syndrome
encoding procedure SS(w)=syn(w) can be expressed as:

SS(w) = syn(w) = (51,53, S5, ..., S2t-1) M

where s; =Y, ¢ Supp(w)ai and supp(w) is represented by a list of non-
zero positions of @ and is called the support set; t is the difference
tolerance which PinSketch can deal with.

Let " denote the query biometric feature vector, the syndrome
decoding procedure Rec(w’, SS(w)) can be expressed as

Rec(w’, SS(w)) = supp(w’)Asupp(v) )

where A represents set difference. supp(»’) can be obtained based
on the syndrome of ' i.e. syn(e’)=(s{,5%,85,....,52_1), and
supp(v) can be computed based on the syndrome of v as follows:

supp(v) = (S{ —S1,53 —53,55 —S5,...,S2c—1 —S2¢—1) 3)

If the distance dis(w, o’) <t, then Rec(w’, SS(w)) = supp(w).

4. Proposed method

To relinquish the process of image pre-alignment and effectively
compensate the possible local structural change caused by distor-
tion, we propose to generate the modified VNSs (Voronoi neighbor
structures). The modified VNSs have the properties of being reliable,
distortion-insensitive, rotation- and translation-invariant.

Firstly, we construct the VNSs, which have good local and
global structural stability under small distortion. Secondly, the
VNSs are modified to compensate for the local structural change
caused by large distortion during fingerprint acquisition. Thirdly,
all the VNSs are quantized and mapped into a pre-defined 3D
array to generate fixed-length bit-strings, which are convenient
to be applied in the existing secure sketch construction. Finally,
encrypted matching is performed. Specifically, at the encoding
stage, a secret key which needs protection is skillfully bound with
the modified VNS based template features by a polynomial which
is evaluated at all the VNSs and each VNS is protected by the
secure sketch, PinSketch. At the decoding stage, the secret key can
be retrieved by sequentially concatenating the coefficients of the
reconstructed polynomial if a sufficient number of secure sketches

Gen function Rep function

Fig. 3. Gen and Rep functions of fuzzy extractor.
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Fig. 5. Examples of (a) Minutiae points, (b) Voronoi tessellation and (c¢) Voronoi neighbor structures.

can be decoded. The entire process of the proposed scheme is
illustrated in Fig.4, which consists of four steps - formation of
VNSs, generation of modified VNSs, generation of fixed-length
bit-string representations and encrypted matching.

4.1. Formation of VNSs

Given a set of minutiae M = (my, my, ms, ..., my), Voronoi tessel-
lation partitions a whole fingerprint region that is composed of
minutiae set M into many smaller regions, and presents the closest
neighbor structures of minutiae in a precise manner. The steps to
construct the Voronoi tessellation [11] and VNSs of the minutiae
set M are described below.

First, we create the minutiae set M's Voronoi tessellation, which
decomposes the space into regions around each minutia such that
all the points in the region around m; are closer to m; than to other
minutiae in M. With the Voronoi tessellation, we then form the VNSs
by connecting the centers (minutiae) of every pair of neighboring
Voronoi regions. Fig. 5a shows a set of minutia points. Fig. 5b gives
the Voronoi tessellation and the VNSs are presented in Fig. 5c.

4.2. Generation of modified VNSs
The generation of modified VNSs is a process of compensating

for local Voronoi neighbor structural change caused by large
distortion. Although the VNS has very good local stability and
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Fig. 7. Delaunay triangulations of the same point at different positions.

keeps the same neighborhood structure in the face of an elastic
small distortion in a fingerprint image, the movement of minutiae
caused by distortion should be within a certain tolerance region. If
large distortion moves minutiae out of the tolerance region, the
VNS will be altered [26]. For example, Fig. 6a shows the Voronoi
tessellation and a VNS (bold lines), VNS(T, =(o0,a,b,c,d,e.f,g),
formed by a central minutia o and its Voronoi neighbors a, b, c,
d, e, f, g in the template image T. Vng's corresponding VNS,
VNSf)2 =(0,a,c,d,e,f,g), in the query image Q is shown in Fig. 6b.
Because of large distortion, we can see that minutia b has been
excluded in the VNSZ. An obvious reason for this change is that the
convex quadrilateral Q(oabc) composed by two triangles, T(oba)
and T(obc) in VNS, has been changed to the one that is composed
by different triangles, T(aco) and T(ach), in VNSOQ. The variation
occurred in the query image Q causes minutia b to be no longer

the Voronoi neighbor of central minutia o, as compared to the
template image T.

We now give a detailed explanation as to how the distortion
acts on the component change of the convex quadrilateral Q(oabc)
and how to deal with this local structural change under distortion.
In Fig. 7a and b, assuming that the gray region is the tolerance
region, if distortion makes minutia b move within the tolerance
region, triangles, T(oba) and T(obc), contained by convex quad-
rilateral Q(oabc) rarely alter in this case, as shown in Fig. 7a [26].
And the amount of distortion at this level can be addressed by the
quantization technique, which will be introduced in Section 4.3. A
different scenario is that the distortion moves b by a large amount
out of the tolerance region, then triangles, T(oba) and T(obc),
contained by convex quadrilateral Q(oabc) will be changed to be
triangles, T(aco) and T(ach), as shown in Fig. 7b. If this happens, we
attempt to find a way to compensate this structural change caused
by large distortion.
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For each convex quadrilateral Q(oabc) in a Voronoi tessellation
formed by minutiae, it seems that the missing Voronoi neighbor
minutia b (in VNSZ but not in VNSS) could be retrieved by simply
flipping the shared edge of two triangles. For example, in Q(oabc),

flip the edge ac to ob in Fig. 7b. Unfortunately, if we just simply do
edge flipping to all the convex quadrilaterals in a Voronoi
tessellation, it could produce lots of fake Voronoi neighbors (not
just minutia b) to the central minutia o. To reduce the probability
of the addition of fake Voronoi neighbors to the local structure, we
apply the order 1 triangle algorithm in [27-29]. For each convex
quadrilateral in a Voronoi neighbor structure, e.g., Q(oabc), with

the edge ac flipped to ob, if the circle C(oba) crossing T(oba) and
the circle C(obc) crossing T(obc) both contain and only contain b
and o inside the respective circle, then this flip action is considered
to be valid, and vice versa. If edge flipping is valid, the newly
added minutia b can be considered as one of the Voronoi
neighbors of central minutia o, and the VNS which contains the
newly added minutia b is called the modified VNS.

4.3. Generation of fixed-length bit-string representations

In the following we show how to generate fixed-length bit
strings for each VNS, including the modified VNSs, using a pre-
defined 3D array.

Each of the minutiae extracted from an input fingerprint image
can be represented by a feature set:

m=(x.y,0,t) C))

where (x, y) represents the coordinate of the minutia point,
0e[0,2x] is the minutia orientation and t represents the type
of the minutia. The ith VNS can be expressed as VNS;=
(my;, mp, mys, ..., my,), where 1 <i<N,1<k<K, with N being the
number of VNSs in the fingerprint image and K the largest number
of minutiae in the VNSs.

In order to allow the VNSs to be conveniently applied to the
existing secure sketch construction, PinSketch, we transform each
VNS into fixed-length feature vectors. We adopt a general method
named 3D array mapping [30-32], which is to map all the Voronoi
neighbor minutiae into a 3D array. The 3D array is defined by
Wy, Wy, W,, which are the length, width and height of the array,
respectively. The length, width and height of each cell in the 3D
array are represented by C;, Cy, Cy, respectively. Specifically, the
central minutia m, = {X,,Y,,0,} of each VNS is selected as the
reference and located in the center of the first layer of the 3D
array. Other (k—1) Voronoi neighbor minutiae m; = {x;,y;,0;},
ie[l,k—1] are rotated and transformed based on the central
minutia to the new coordinate m; = {x,y;,6;} in the 3D array as

follows:
X; cosf, —sind, Xi—Xo Wy/2 5
yi| | sind,  cosé, —i—Y,) * W, /2 ©)
} 0;—0, if 0; > 6, &
%=\ 2z+0,—0, if6,<0, ®)

Now the central minutia m, is located in (W,/2,W,/2,0),
which is the center of the first layer of the 3D array. A bit-string
can be obtained for the 3D array, according to the rule that if a cell
in the 3D array contains the minutiae then it will be assigned 1,
otherwise 0. By this means, the distortion which shifts the minutia
within the tolerance region of a cell can be tackled. The length of
the bit-string is # = LxW xH, which is the number of cells in the
3D array, where L=W,/C,, W =W, /Cw, H=W,/Cy.

In [31], the authors use the hashed address to represent the 3D
array so as to protect the address information. In our scheme we

Local Voronoi Neighbor Structure

3D Array

W,

VU . T

TR T T T

o

W,

000...100...1110

k bit-strings

010...100...1010

|
£

Fig. 8. Generation of fixed-length bit-string representation from VNS.

m

only use the binary representation of the addresses of minutiae
whose corresponding bit is 1 since the security of the address
information could be protected by PinSketch. Assuming that there
are k minutiae on average in each VNS, then each VNS will be
represented by k bit-strings and each bit-string is #,;, = log,# bits
in length. The generation process of bit-string based representa-
tions of each VNS is shown in Fig. 8.

4.4. Encrypted matching

Assume N modified VNS;_; y are extracted from the input
fingerprint image, and each VNS is represented by a set of bit-
strings. To perform fingerprint matching in the encrypted domain,
at the encoding stage, a security key that needs protection is
skillfully bound with the modified VNS based template features by
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Fig. 10. The decoding stage.

a polynomial which is evaluated at all VNSs and each VNS is
protected by the secure sketch, PinSketch. The detailed technique
of PinSketch has been introduced in Section 3. At the decoding
stage, the secret key can be retrieved by sequentially concatenat-
ing the coefficients of the reconstructed polynomial if an enough
number of secure sketches can be decoded.

4.4.1. Encoding stage

The procedure of the encoding stage is shown in Fig. 9 and the

detailed steps are explained as follows:

1

Given the template fingerprint image T, NT local structures,
(VNST}M | based on modified VNSs are generated and repre—
sented by their bit-string based representations, {B_ VNST}, 1
An irreversible universal hash function, H( - ) is applied to each
B_ VNST and a hashed value set {H(B_ VNST)},_llS outputted.
Here, H(B_VNST) is a uniformly distributed random string.

. Given a key provided by the user, if we expect that (num+1)

terms of B_VNS! are able to recover it, then it is encoded into a
polynomial P(x) of degree num by dividing it into (num+1)
segments and using them as the coefficients of P(x), e.g.,
P(X) = kpymX™™ +...+ko [33,34]. P(x) is evaluated at all the
elements of {H(B VNS | to obtain the value set
{P(H(B_VNS) )T,

. To protect the template data, each B_VNS,-T is secured by PinSketch

and the sketch data can be obtained by SB_VNS! =
Here secure sketch SS( - ) is defined in (1).

SS(B_VNS).

. The union of polynomial value set {P(H(B_ VNST))}I_l and the

sketch data set {SB_ VNST}I,1 form the lock set for the secret
key and are stored for decoding.

4.4.2. Decoding stage

The procedure of the decoding stage is shown in Fig. 10 and the

detailed steps are explained as follows:

1. Given a query fingerprint image Q, NQ local structures,

(VNSZ}N2_ based on modified VNSs are generated and repre-
sented by their bit-string based representations, {B_VNS]Q}]’V:Q1

. In order to retrieve the encoded secret key, an unlock set which

is composed of the decoded value from sketch data set
{SB_LVNSI}M | by {B_ VNSQ} , should be generated first. To
see if the ith sketched data set SB_ VNST from template T could
be decoded by the jth local Voronoi nelghbor structure VNSJQ
from query Q, a decoding attempt between the feature repre-
sentation, B_VNS of VNS? from query Q and the sketch data,
SB_ VNST from template T is performed. Specifically, the central
minutiae's types of local structures, VNSJQ and VNS are
compared firstly. If they are different, a fail is reported and
the next decoding attempt is carried on. If they are same, both
B_VNS? and SB_VNS! are inputted into the recover module, Rec
of PinSketch which outputs a recovered value Rec(B_VNS]Q,
SB_VNST) or an error report. PinSketch has the capability of
correcting t errors between two VNSs. In the proposed method,
we define that two VNSs are matched if Nyreshold = [kx @]
minutiae are matched between VNS{and VNS?. Here,
@e(0,1] is a similarity threshold between the two local
structures, so t = 2(k— Nreshold) Symmetric set differences can
be tolerated in our scheme. For instance, assume ¢ is set to be
0.65 and there are k=8 minutiae in both VNS]and VNS?, then
the symmetric set difference can be tolerated is t=6. If
dis(B_VNSiT,B_VNSJQ)g t, it can guarantee that the recovered
value, Rec(B_VNS{, SB_VNS]) is equal to B_VNS]. However, a fail
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Table 1
Summary of databases used in our experiments.

Parameter FVC2000DB1 FVC2002DB1 FVC2002DB2 FVC2002DB3 FVC2002DB4 FvC2004DB2
Resolution 500 dpi 500 dpi 569 dpi 500 dpi 500 dpi 500 dpi
Number of fingers 100 100 100 100 100 100
Number of images per finger 8 8 8 8 8 8
Sensor type Low-cost optical sensor Optical sensor Optical sensor Capacitive sensor SFinGe v2.51 Optical sensor
Image size 300 x 300 388 x 374 560 x 296 300 x 300 288 x 384 328 x 364
Image quality Medium Medium Medium Medium to low Medium to low Low

will be reported if dis(B_VNS], B VNSQ) > t and the next decoding Table 2

will continue.

3. If the ith sketched data set SB_ VNST from template T is decoded
successfully by the jth local Voronoi neighbor structure VNSQ
from query Q, the recovered value Rec(B_VNS?,SB_VNS/) is
hashed using the same hash function H(-) as 1n the encoding
stage and a hashed value H(Rec(B_ VNSQ SB_VNST)) is gener-
ated. The hashed value H(Rec(B_VNS{, SB_ VNST)) together with
and the stored corresponding polynomlal equation value
P(H(B_VNS!)) are added into the unlock set as an element to
reconstruct the polynomial P(x).

4. Finally, if the number of genuine elements in the unlock set is
less than a certain threshold value, (num+ 1), then a non-match
is reported. If the number of genuine elements in the unlock
set is more than or equal to (num+1), then the polynomial,
P(x) can be correctly reconstructed by using Lagrange inter-
polating polynomials [33,34] and the secret key can be
obtained by sequentially concatenating the (num-+1) coeffi-
cients ko llkyIl... I Kpym-

5. Experimental results and analysis

5.1. Database selection

We evaluated the proposed method over 6 public fingerprint
databases, FVC2000 DB1, all of the 4 databases (DB1, DB2, DB3 and
DB4) of FVC2002, and FVC2004 DB2, where each database con-
tains 800 Gy-level fingerprint images collected from 100 fingers
with 8 samples for each finger. An overview of each database is
given in Table 1.

5.2. Minutia extraction and feature generation from modified VNSs

The software VeriFinger 6.0 from Neurotechnology [35] is used
to extract the minutiae from every fingerprint image. The feature
representations based on modified local VNSs are in the form of a
set of decimal-valued arrays (transformed from the bit-strings in
the proposed algorithm) that can be applied to the publicly
available PinSketch code [36], which is an implementation of syn-
drome encoding and decoding for fuzzy extractor. The code for
feature representations can be supplied on request and will be
publicly available via UNSW Canberra Cyber Security Group link [37].

5.3. Performance evaluation

Three performance indices are used for performance evalua-
tion: (1) false reject rate (FRR), which is defined as the ratio of
unsuccessful genuine attempts to the total genuine attempts,
(2) false accept rate (FAR), which is defined as the ratio of
successful imposter attempts to the total imposter attempts, and
(3) equal error rate (EER), which is defined as the error rate when
the FRR and FAR are equal. In order to compare our results with
the existing work, each database is further divided into two data
sets with one data set containing only the 1st and 2nd (1 & 2)
images of each finger and the other data set containing all the

3D array quantization parameters and corresponding EER(%) on data sets that
contain images 1 and 2.

Data Set Cell length C;  Cell width Cy,  Cell height C;  EER (%)
2000DB1 images 15 15 /9 17.98
1 and 2 15 15 7/6 1418
20 20 /9 15.22
20 20 /6 14.43
25 25 /9 13.50
25 25 /6 1311
2002DB1 images 15 15 /9 7.61
1 and 2 15 15 /6 3.38
20 20 /9 5.22
20 20 /6 4.81
25 25 /9 5.01
25 25 /6 4.81
2002DB2 images 15 15 9 0.59
1 and 2 15 15 /6 0.95
20 20 /9 2.04
20 20 7/6 1.97
25 25 /9 2.56
25 25 /6 3.39
2002DB3 images 15 15 /9 1213
1and 2 15 15 /6 9.80
20 20 /9 12.43
20 20 7/6 13.89
25 25 /9 13.01
25 25 7/6 10.67
2002DB4 images 15 15 /9 18.27
1 and 2 15 15 /6 20.03
20 20 /9 16.52
20 20 7/6 18.57
25 25 /9 22.66
25 25 /6 22.08
2004DB2 images 15 15 /9 20.72
1 and 2 15 15 /6 14.88
20 20 /9 17.40
20 20 /6 18.27
25 25 /9 16.25
25 25 7/6 18.00

8 images (1-8) of each finger. Two different protocols used in
[38,39], the 1vs1 protocol and the standard FVC protocol, are
utilized on these two data sets, respectively, to evaluate the
recognition performance of the proposed method.

For data sets that contain images 1 and 2, the 1vs1 protocol is
used. Specifically, the 1st image from each finger in the data set is
compared with the 2nd image from the same finger to compute the
FRR. The 1st image from each finger in the data set is compared with
the 1st image from the remaining fingers in the data set to calculate
the FAR. In order to avoid correlation, if image g has been compared
with h, then the symmetric comparison (i.e. h against g) is not
executed. So it results in 100 genuine matching attempts and
((100 x 99)/2)=4950 imposter matching attempts.

For data sets that contain images 1-8, the standard FVC protocol is
used. Specifically, each image in the data set is compared with the
remaining 7 images from the same finger to calculate the FRR. The 1st
image from each finger in the data set is compared with the 1st image
from the remaining fingers in the data set to calculate the FAR. In
order to avoid correlation, if image g has been compared with h, then
the symmetric comparison (i.e. h against g) is not executed. So it
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results in ((8 x 7)/2) x 100=2800 genuine matching attempts and
((100 x 99)/2)=4950 imposter matching attempts.

For all the 6 databases (12 data sets), we set W, =600,
Wy, =600,W, =2z which means the maximum edge length
allowed in each VNS is set to be 300 pixels. If the edge length
between a minutiae, a and its center minutia, o is larger than 300,
this minutia, a would be excluded from the VNS centered at
minutia, 0. We examined different configurations of the array cell,
length C;, width Cy and height Cy, and obtained the matching
performance of the proposed method in terms of the EER on these
12 data sets as shown in Tables 2 and 3. From Table 2, we can see
that for the data sets that contain images 1 and 2, the proposed
method performs best over the database 2002DB2, for which the
best EER is 0.59% under the parameter setting (C, = 15,Cyw =15,
Cy=~x/9) and performs worst over the database 2002DB4, for
which the best EER is only 16.52% under the parameter setting
(CL=20,Cw =20,Cy = #/9). This is because compared with data-
base 2002DB2, the image quality of database 2002DB4 is con-
siderably low with more spurious and missing minutiae, and some
poor quality images are even incomplete. The ROC curves of the
proposed method under the parameter setting that achieves the
best EER performance on each data set in Table 2 are shown in
Fig. 11. As shown in Table 3, for the data sets that contain images
1-8, the proposed method also performs best over the database
2002DB2, for which the best EER is 10.38%. It is much worse than
the recognition performance (EER=0.59%) on the data set that
only contains images 1 and 2 of database 2002DB2 under the same
parameter setting (C, = 15, Cw = 15, Cy = z/9). This is because that
the first 2 images of each finger in the database 2002DB2 were

Table 3
3D array quantization parameters and corresponding EER(%) on data sets that
contain images 1-8.

Data Set Cell length C;  Cell width Cy  Cell height Cy  EER (%)
2000DB1 images 15 15 7/9 16.40
1-8 15 15 /6 14.69
20 20 /9 15.06
20 20 7/6 15.35
25 25 /9 14.30
25 25 /6 15.48
2002DB1 images 15 15 /9 11.84
1-8 15 15 /6 13.61
20 20 /9 13.01
20 20 /6 13.03
25 25 /9 13.55
25 25 /6 15.32
2002DB2 images 15 15 /9 10.38
1-8 15 15 7/6 10.92
20 20 /9 10.39
20 20 /6 11.35
25 25 /9 11.58
25 25 /6 13.92
2002DB3 images 15 15 /9 20.91
1-8 15 15 /6 17.98
20 20 /9 16.81
20 20 /6 16.52
25 25 /9 17.40
25 25 7/6 17.11
2002DB4 images 15 15 /9 16.81
1-8 15 15 /6 17.40
20 20 /9 15.63
20 20 /6 16.83
25 25 /9 18.27
25 25 /6 20.61
2004DB2 images 15 15 /9 23.64
1-8 15 15 /6 20.91
20 20 /9 20.61
20 20 /6 21.49
25 25 /9 22.37
25 25 /6 22.66

acquired in the same session and hence have less variation than
other images of the same finger [4]. Actually, in the real applica-
tion, we assume that system users would be cooperative in
providing their fingerprints so as to pass the authentication [20].
The ROC curves of the proposed method under the parameter
setting that achieves the best EER performance over each data set
in Table 3 are shown in Fig. 12.

5.4. Comparison with other alignment-free bio-cryptosystems

We also compared the proposed method with several other
existing similar methods, such as the two local features fusing
based method [7], the five nearest minutiae based method [8], the
dual layer structure check based method [9], and the Delaunay
triangle based method [10] in term of FRR, FAR and EER over
public databases in Table 4. We can see from Table 4 that the
proposed method has better performance than other existing
alignment-free methods over the same data set.

Since the two local features fusing based scheme [7] is based on
fuzzy vault sketch, the main problem is cross-matching attack.
For instance, if same biometric data sets are reused for construct-
ing different vaults in different applications, it is possible to figure
out the genuine points by simply checking the correlation among
the data stored in different databases [34]. This is similar to single-
input multiple-output blind system identification, where source

1
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Performance comparison with existing alignment-free bio-cryptosystems.
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Method 2000DB1 images 2002DB1 images 2002DB2 images 2002DB3 images 2002DB4 images 2004DB2 images
1and 2 1 and 2 1 and 2 1 and 2 1and 2 1 and 2
FRR/FAR EER FRR/FAR EER FRR/FAR EER FRR/FAR EER FRR/FAR EER FRR/FAR EER
Lietal [7] - - - - 7/0 - - - - - - -
Kai et al. [9] - - - - - 45 - - - - - -
Proposed 40/0.44 1311 8/0.59 3.38 6/0.02 0.59 28/0.3 9.80 49/0.42 16.52 41/0.22 14.88
Method 2000DB1 images 2002DB1 images 2002DB2 images 2002DB3 images 2002DB4 images 2004DB2 images

1-8

1-8

1-8

1-8

1-8

1-8

FRR/FAR EER FRR/FAR EER FRR/FAR EER FRR/FAR EER FRR/FAR EER FRR/FAR EER
Arakala et al. [8] - 15 - - - - - - - - - -
Yang et al. [10] - - - - - 13 - - - - - -
Proposed 36.79/0.55 14.30 35.79/0.2 11.84 26.79/0.16 10.38 43/0.38 16.52 49.71/0.42 15.63 57.57/0.34 20.61

symbols can be recovered when multiple output blocks are
collected [40]. However, cross-matching attack is not an issue for
the proposed method. In the five nearest minutiae based scheme
[8], the binary strings of both global and local representations are
short and hence subject to brute force attack. For example, the
entropy of the five nearest minutiae based bio-cryptosystem for
database 2000DB1 is only 34 bits. By contrast, the security of our
method is strong; see the security analysis on the proposed
scheme in Section 5.5. In the dual layer structure check based
scheme [9], two layers of each minutia have to be constructed with
all the minutiae in the image and checked, it greatly increases the
computational complexity of the overall system. Contrarily, in the
proposed method, structures are only formed by each minutia and
its Voronoi neighbors and only one layer comparison is conducted.
In the Delaunay triangle based scheme [10], although the Delau-
nay triangulation based structure could tolerate elastic distortion
to some extent, it could not handle large non-linear distortion
which may alter the local triangulation structures. In contrast, the
proposed method can effectively compensate the local structural
change by using modified VNSs, thus mitigating the influence of
large non-linear distortion on the local structures.

5.5. Security analysis

Suppose that an adversary tries to access the key of a genuine user,
he or she has to decode (num+1) sketched template data set so as to
reconstruct the polynomial P(x) and gain the secret key. The sketched
template data set and the hash function are either stored on a smart
card or in a central database. Assume the smart card and database are
safe and the sketched data set {SB_VNS/}M ; and hash function are
unreachable for the adversary. The security level of each sketch in this
case should be high and it is computationally infeasible for the
adversary to conquer the system through brute force attacks. To
analyze the security of the output of PinSketch of each VNS under the
situation where the adversary has acquired the sketched data set
{SB_VNST}M | generated from template data set, we follow the
notions of min-entropy and average min-entropy in [24]. In particular,
the min-entropy H..(A) of a randomly and uniformly distributed
variable A is defined as H.(A)= — log(max,Pr(A = a)). For two
random variables A and B, the average min-entropy of A given B is
defined as H..(A|B) = — log (E,_g[2~ "~@B=b1) This definition is
useful in the analysis of residual entropy of A when the variable B is
known. Because for any #-bit string B, the mutual information of A
and B is at most #5 bits, which means H..(A|B) > H..(A) — ¢35 [22].

For the data sets used in the proposed method, the min-entropy
of Hy(A) is 4 = ¢m x k bits, and the string length of Bis #g=#¢m x t
bits [6], where A=B_VNS], B=SB_VNS!. So even the adversary

1

obtains the sketched data SB_VNS], the residual entropy of B_VNS!

is Ho(AIB) = €m x k—£m x t. Taking the data set that contains
images 1 and 2 of database 2002DB2 as an example, according to
the quantization parameter setting (C;, = 15,Cy = 15,Cy = /9), ¢m
is 14 on this data set. Assume the average k is 8, then t is 6. The
residual entropy of each sketched data set produced by the encoding
procedure of PinSketch is 28 bits for this data set. At the EER point,
4 sketched VNSs from template have to be decoded simultaneously
to retrieve the secret key. So the overall entropy of the proposed bio-
cryptosystem is (28 x 4)=112 bits on this data set.

6. Conclusion and future work

Fingerprint image pre-alignment and uncertainty are two challen-
ging issues in the design of bio-cryptosystems. In this paper, we have
proposed an alignment-free bio-cryptosystem based on modified
VNSs to address these issues. The proposed method obviates finger-
print pre-alignment by utilizing the rotation- and translation-invariant
feature representations extracted from modified VNSs. Fingerprint
uncertainty is mitigated by the construction of VNSs and modification
of the originally formed VNSs. Specifically, small distortion within the
tolerance region is dealt with by the 3D array quantization, while large
non-linear distortion is compensated by the modified VNSs. Another
contribution of the new scheme is that fingerprint matching is
performed in the encrypted domain using PinSketch. This enhances
the security of the proposed bio-cryptosystem. Experimental results
over the public databases show that the new scheme outperforms
several existing alignment-free bio-cryptosystems.

For future work, it is noted that although the local structural
compensation in the proposed method can retrieve the missing
Voronoi neighbors of the central minutia caused by image distor-
tion, it is also likely to introduce some fake Voronoi neighbor
minutiae. The use of order 1 triangle algorithm can reduce the
possibility of adding fake minutiae, but it is not 100% effective.
Therefore, to further improve system performance, we will inves-
tigate how to filter fake neighbor minutiae.
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